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In topic 1, we reviewed the linear regression model

where: •

•

•

ECONOMETRICS II

2

1. Heteroscedasticity and autocorrelation

1. X1,…Xk and theYare iid.

2. there is not perfect multicollinearity;  

3. Xt and ut have nonzero finite fourth order moments.

4. E(ut|X)= 0 ⇒ E(ut)= 0, t = 1, 2, ..., T

5. Var(u) = E(uu′) = σ 2IT .

• Var(ut) =E(u 2) =σ 2, t= 1,2, ..., T  (homoscedasticity)

• Cov(ut, us) =E(utus) = 0,∀t≠s (ut  not serially correlated)

6. Normality:

... and where the classic HPs hold:
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1. Heteroscedasticity and autocorrelation

In this topic we will see the consequences of relaxing assumption 5 
(and 1)

• HETEROSCEDASTICITY: ∃ i,j such that 

• AUTOCORRELATION: ∃ i,j such that 
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1.1 Heteroscedasticity

Specifically, let's start with the estimation of the regression model with 
heteroskedastic errors but without the presence of serial autocorrelation, that is to 
say, assumptions 2-4 are verified while 5 becomes:

heteroscedasticity

ui not serially correlated

Var(u) = E(uu′) = σ 2Ω ,  where



Estimation by OLS in the presence of heteroscedasticity:

1. The OLS estimator is unbiased: E(෢𝛽)= 𝛽

2. The variance is:
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1.1 Heteroscedasticity



Estimation by OLS in the presence of heteroscedasticity:

where
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1.1 Heteroscedasticity
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1.1 Heteroscedasticity

Estimation by OLS in the presence of heteroscedasticity:

Given that

 Therefore,                is not an appropriate estimator for Var (෢𝛽 OLS)
As a consequence of this result, the tests that we saw when the classical 

assumptions are met and that they were based on Var(෢𝛽 OLS) =

are not valid when the errors are heteroskedastic.

 Also, when the errors are heteroskedastic the OLS estimator is not the best  
linear unbiased estimator (T. Gauss-Markov does not hold).
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1.1 Heteroscedasticity

Asymptotic properties:

• Consistency:if the observations are iid, and assumptions (a) and (c) 

hold, then the OLS estimator is consistent.

Asymptotic normality: if the observations are iid, and the 
assumptions (a) and (c) hold, then

The OLS estimator is not asymptotically efficient, since the 
assumption of homoscedasticity is not verified.

is positive definite
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1.1 Heteroscedasticity

TYPE OF HETEROSCEDASTICITY: possible formulations and examples

XJ is a model regressor

Zt is a onecolumn vector of observed 

variables

with

with

with

with
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1.1 Heteroscedasticity

EXAMPLE I:

Graphically
In this case, the variance decreases as 
the value of the independent variable 

increases
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1.1 Heteroscedasticity

EXAMPLE II:

Graphically
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1.1 Heteroscedasticity

EXAMPLE III: Given the regression

where:

We can show that:                                                         where

presents heteroscedasticity. Let's calculate
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1.1 Heteroscedasticity

EXAMPLE III: Given the regression

where:

• We see that                  :  is not constant.

• Variance-covariance matrix?
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1.1 Heteroscedasticity

EXAMPLE IV:

Given the following model

Suppose by mistake we specify the model

Therefore                      presents heteroscedasticity since

Variance-covariance matrix?
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1.1 Heteroscedasticity

Example I:

Given the following model, consumption (Yi) and income (Xi)

being

Var(ui) ≡ 𝜎2i=𝛼1+ 𝛼2𝑋𝑖

Variance-covariance matrix?
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION:

• Graphically:
 Graph of the variables

 Graph of the residuals

 Graph of the squared residuals

• Hypothesis test
 Golfeld-Quandt test. GQ

 Breusch-Pagan test. BP

 White test.
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION:Graphically:
 Graph of the variables

CASE A: homoscedastic

CASE B: increasing heteroscedasticity

CASE C: decreasing heteroscedasticity

CASE D: squared heterocedasticity, it 
increases while stepping away from the 
mean on both sides. 
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: Graphically:
 With respect to independent variables (Xi):
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: Graphically:

 Residuals graph:

Scatter plot of ෝ𝑢𝑖 𝑣𝑠 𝑥𝑖 and of ෝ𝑢𝑖
2 𝑣𝑠 𝑥𝑖

2
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: Graphically:

 Graph of the residuals vs 𝑦𝑖
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION:Graphically:
 Graph of squared residuals

Hhomoscedasticity Linear Heteroscedasticity
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION:

• Hypothesis testing

 Golfeld-Quandt test. G-Q

 Breusch-Pagan test. BP

 White test.

Consider the model:
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: hypothesis testing

 Golfeld-Quandt test. G-Q

The test of Goldfeld-Quandt should be applied when we
suspect that the variation of the error increases with the
values of a known variable Z.

The test would be:

Hor:Homoscedasticity

H1:Heteroscedasticity
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: hypothesis testing
 Golfeld-Quandt test. G-Q

Steps of the test:

1. Identifying the variable causing heteroscedasticity, let's say Z.
2. Order the table of data by increasing values of Z
3. Split the table of data in subsamples. The central subsample with m

observations, and the others two subsamples with (n − m)/2 
observations. Practically m≈ n/3

4. Skip the m central observations, and estimate by OLS the regression
in each subsample.

5. Calculate the RSS1 and RSS2. We reject H0 if RSS2>RSS1

6. Calculate the test statistics:

~  𝐹𝑛−𝑚
2

−𝑘,
𝑛−𝑚

2
−𝑘

7. We reject H0 if 𝐹 > 𝐹𝑛−𝑚
2

−𝑘,
𝑛−𝑚

2
−𝑘,𝛼
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: hypothesis testing

 Breush-Pagan test, BP

Consider the following model:

With linear heteroscedasticity:

Which originates from the model

Where E(v| X) = 0

Hypothesis to be tested:

Hor:Homoscedasticity

H1:Heteroscedasticityfor any i=1,...,k
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1.1 Heteroscedasticity

A. HETEROSCEDASTICITY DETECTION: hypothesis testing

 Breush-Pagan test, BP

• We use the residuals to estimate the errors in the last equation:

• let's make oan F-test of joint significance of the parameters in this model. 
The statistics in this case is:

• We reject H0  if       >

• AlternativelyLM equivalent test (blackboard)

~

,α
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1.1 Heteroscedasticity

HETEROSCEDASTICITY DETECTION: hypothesis testing

 Breush-Pagan test, BP

Steps:

1.Estimate by OLS the equation

2.Get the residuals ො𝑢i and estimate by OLS the model

3. Calculate the F-statistic

4. We reject H0 if      >

~

,a
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1.1 Heteroscedasticity

HETEROSCEDASTICITY DETECTION: hypothesis contrast

 White test

Consider the following model:

Hypothesis to be tested:

Steps:

1. Estimate by OLS and get the residuals ො𝑢i

2. Estimate by OLS, the following auxiliary regression and calculate R2

Hor:Homoscedasticity

H1:Heteroscedasticity
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1.1 Heteroscedasticity

HETEROSCEDASTICITY DETECTION: hypothesis testing

 Test White

3. Calculate test statistic:

LM = nR2

distributed as a X2(p-1), (i.e. auxiliary regression degrees of freedom)

4. We reject H0 if LM > X2
(p-1),𝛼
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 Test GQ

Let B be the following model yi=ß1+ ß2 Vi+ui i=1,...,20

The estimate for OLS is:
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 Test GQ

Heteroscedasticity detection:

• Graphically:

We note that if sales increase, the dispersion of the residuals also 
increases, indicating the presence of heteroscedasticity 
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 TestGQ
Heteroscedasticity detection:

• GQ test:

1. We sort the sample in ascending order by the variable Vi

2. We divide the sample into three parts, 20/3≅ 6

3. We estimate by OLS the 1st and 3rd sample

4. We calculate the test statistic

GQ= SQR2/SQR1~F𝛼(n-q)

If 𝛼 =5%; F(5.5)=5.05033

Therefore 29.043>5.05033 We reject H0

H0:Homoscedasticity

H1:Heteroscedasticity
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 TestGQ

1st subsample
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 TestGQ

3rd subsample
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 White test

Consider a model where you want to study the relationship 
between employment and GDP. GDP=𝛽1+ 𝛽2𝑒𝑚𝑝𝑙i+ 𝑢i

Test:

H0:homecedasticity

H1:heteroscedasticity

Test statistic:

Where R2 is the coefficient of determination obtained from an 
auxiliary regression of the squared residuals on the explanatory 
variables, their squares and their cross products.
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 White test

We get:
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1.1 Heteroscedasticity

EXAMPLES: hypothesis testing

 White test

Test statistic: NR2=18x0.330273=5.944

So:

No2>X2 (p-1)=0.011778. We reject H0
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1.1 Heteroscedasticity

B. HETEROSCEDASTICITY TREATMENT 

SOLUTIONS:

• Estimate by OLS and estimate an appropriate matrix of variance-covariance

• Estimate by Generalized Least Squares: GLS

• Estimate by Feasible Generalized Least Squares: FGLS
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1.1 Heteroscedasticity

• A first solution to the problem: use OLS and estimate a variance-covariance 
matrix robust to HET

• When the errors are heteroscedastics, the matrix ෣𝑣𝑎𝑟𝑤( መ𝛽 OLS) is an appropriate
estimator for the variance/covariance matrix of መ𝛽OLS. It is called White's estimator, 
and allows us to make valid inference once we have estimated the model by OLS 
without the need to specify the type of heteroscedasticity.

Where                         is the estimator of

• This estimator makes sense,because,with the assumptions 2-4, OLS
is consistent to 𝛽, thus ෝ𝑢𝑖 will converge in probability to 𝑢𝑖.

B. HETEROSCEDASTICITY TREATMENT 
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1.1 Heteroscedasticity

B. HETEROSCEDASTICITY TREATMENT 

ALTERNATIVE ESTIMATION METHODS:

1. Generalized Least Squares: GLS

2. Feasible Generalized Least Squares: FGLS

Given that:                                 where         is distributed as 𝑁(0, Ω)

Ω
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1.1 Heteroscedasticity

𝑃 = Ω−1/2 =

B. HETEROSCEDASTICITY TREATMENT 

1. MQG:
If the matrix Ω is known, the transformation to be applied is: la transformació per aplicar
MQO és més fàcil ja que la matriu de transformacions serà:

where P’P=

And the transformation is:

being or

Ω−1



ECONOMETRICS II

1.1 Heteroscedasticity

Given

where

Heteroscedastic model, we estimate the model by GLS, 

being

Then:
1.

2.

3.

ui
*meets the basic assumptions

GLS, a case specific of known heteroscedasticity: multiplicative constant
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1.1 Heteroscedasticity

Given

the transformed model is:

If

GLS, a case specific of known heteroscedasticity: multiplicative constant
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1.1 Heteroscedasticity

where

and the transformed data is:

GLS, a case specific of known heteroscedasticity: multiplicative constant
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1.1 Heteroscedasticity

EXAMPLE:

1. Consider the simple regression with heteroscedasticity

where

Write the transformed model.

2. Consider the simple regression with heteroscedasticity

where

Write the transformed model.
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1.1 Heteroscedasticity

HETEROSCEDASTICITY TREATMENT 

1. FGLS:
If the matrix Ω is unknown, the estimation process needs an additional
step. We want to estimate

And we don't know the form of heteroscedasticity. If we suspect that:

Since we don't know the 𝜎𝑖
2 we need to estimate the following regression by OLS:

We need to get the ෝ𝛼𝑖 and substitute them in (1), and we obtain ෝ𝜎𝑖
2

(1)

(2)
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1.1 Heteroscedasticity

HETEROSCEDASTICITY TREATMENT 

1. MQGF:

Once we get ෝ𝜎𝑖
2, the original model can be transformed in this way

We estimate by OLS the transformed model and obtain:

෡𝛽 MQGF=(X' ෡Ω -1X)-1X' ෡Ω -1y


